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I Matrices & Determinant

As for everythirg else, so for amathematical theory, beauty can be perceived but not explained

Introduction :
Any rectangular arrangement of numbers (real or complex) (or of real valued or complex valued
expressions) is called a matrix. If a matrix has m rows and n columns then the order of matrix.s
written as m x n and we call it as order m by n
The general m x n matrix is

a;; A Az e alj ..... a,
a21 a22 a23 ------ aZJ ----- a2n
A=
ay aj» Az s aij ...... aj,
_aml AQno Apz e amJ ..... amn_

where a, denote the element of i row & j*" column. The above matrix is usually.denoted as [a,] , .
Notes :
0] The elements a , a,,, a,,........
trace of A denoted as tr(A)

are called as diagonal elements. Their sum is called as

(ii) Capital letters of English alphabets are used to denote matrices.

(iin) Order of a matrix : If a matrix has m rows and n columns, then we say that its order is "m by n",
written as "m x n".

1
Example # 1 : Construct a 3 x 2 matrix whose elements are given by a; = §| i—=3j .

a1 8
Solution : In general a 3 x 2 matrix is givenby A= [a,; ax
831 Agz

1
3=, 128, i51,2,3andj=1,2

1 1 5
Therefore a11=5|1—3><1|=1 a12=§|1—3><2|=§
1 _ 1 _ 1 _
a21—5|2—3><1|—§ a22—§|2—3><2|—2
_ 1 _ _ 1 _ 3
a31—5|3—3><1|—0 a32—§|3—3><2|—§
12
2
1 2
Hence the required matrix isgiven hy A= | 5
0o 32
L 2]
Types of Matrices :
Row matrix :
A matrix having only one row is called as row matrix (or row vector).General form of row matrix

isA=Ja,, a;,, a3, ...., a;]

This is a matrix of order "1 x n" (or a row matrix of order n)
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Column matrix :
A matrix having only one column is called as column matrix (or column vector).

ag;

ay
Column matrix is in the form A =

Amy

This is a matrix of order "m x 1" (or a column matrix of order m)

Zero matrix :
A = [a],, < is called a zero matrix, if a; =0 Vi&]j.

00 0 000
e.g.:(i){o 0 o} (ii) 8 8 8

Square matrix :
A matrix in which number of rows & columns are equal is called a square matrix. The general
form of a square matrix is

all alz ------- aln
VORI VO aun _

A= which we'denote.as A = [a;],.
A Bnp e ann

This is a matrix of order "n x n" (or a square matrix of order n)

Diagonal matrix :
A square matrix [a;], is said to be a diagonal matrix if a; = 0 fori=j. (i.e., all the elements of
the square matrix other thanddiagonal elements are zero)

Note : Diagonal matrix of order n is denoted as Diag (a,;, 8,,, ...... an)-
a 000
a0 0 0b 0O
eg.: (| 0 PO @0 o000
@.° 000 c

Scalar matrix :
Scalarmatrixis a diagonal matrix in which all the diagonal elements are same. A= [aij]n isa
scalar matrix; if (i) a; = O for i = j and (ii) a; = k fori = .

a 0o
| a O} 1o ao
e.g.. 1l
g ()[O a (ii) 00 a
Unit matrix (identity matrix) :

Unit matrix is a diagonal matrix in which all the diagonal elements are unity. Unit matrix of
order 'n'is denoted by I (or I).

i.e. A =[a],isaunit matrix when a; =0 fori=#j&a; =1
10 100
eg. 12:|:O 1:|,13: 01 O_
0 01
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Upper triangular matrix :
A= [aij]m « n, 1S said to be upper triangular, if a;=0 fori>j (i.e., all the elements below the
diagonal elements are zero).

ab c d ab c
eg.: ()]0 x y z (i)] 0 x vy
0 0 uyv 0 0 z

Lower triangular matrix :

A= [aij]m «n 1S said to be a lower triangular matrix, if a;=0 for i<j. (i.e., all the elements‘above
the diagonal elements are zero.)

(ii)

X T 9

0 0O
c 00
y z O

Comparable matrices : Two matrices A & B are said to be comparable, if they have the same order
(i.e., number of rows of A & B are same and also the.number of columns).

2 3 4 (3 4 2
eg.: () A= 3 _1 2 & B= 0 1 3 are comparable
(3 0
B 2 3 4 41
eg.:(i)C= 3 .1 2 & D= - are not.comparable

Equality of matrices :
Two matrices A and B are said to be equal if theyare comparable and all the corresponding
elements are equal.
Let A=la] nen & B =1[bil,«q
A=B iff 0] m=p,n=q
(i) ay; = by Vi &].

sing /-2 /2 sing
Example # 2 : LetA= ~1/J2" c080| gB = |cosd cosb|. Find 6 so that A = B.
cosO tan6 cosf -1
Solution : By definition A& B are equal if they have the same order and all the corresponding elements

are equal.

1 1
Thuswe have sin0= ——=,cos0=— — &tan9=-1
2 V2

= 6=2n+1)n- —.

X+3 z+4 2y-7 0 6 3y-2
Example # 3 : If -6 a-1 0 =| -6 -3 2+2 , then find the values of a, b, ¢, x, y and z.
b-3 -21 0 2b+4 -21 O
Solution : As the given matrices are equal, therefore, their corresponding elements must be equal.
Comparing the corresponding elements, we get
x+3=0 z+4=6 2y —-7=3y-2
a-1=-3 0=2c+2 b-3=2b+4

= a=-2,b=-7,c=-1,x=-3,y=-5,z2=2

A - ONE INSTITUTE OF COMPETITIONS, PH - 9872662038, 9872642264




A ONE INSTITUTE — A SYNONYM TO SUCCESS, OFFICE — SCO 322, SECTOR 40 D, CHANDIGARH

Multiplication of matrix by scalar :
Let A be a scalar (real or complex humber) & A = [aij]m «n D€ amatrix. Thus the product AAis
defined as AA = [b;],, ., where b; = Aa; Vi&].

2 -1 3 5 -6 3 -9 -15
eg.:A=|0 2 1 -3| & -3A=(3)A=| 0 -6 -3 9
0 0 -1 -2 0O 0 3 6

Note : If Ais a scalar matrix, then A = AI, where A is a diagonal entry of A

Addition of matrices :
Let A and B be two matrices of same order (i.e. comparable matrices). Then A + Biis defined to

be.
A+B = [aylycn * [Oln
=[c]mxnwherec = +b Vi&j.
1 -1 2 0 1
eg:A=|2 3 3l a+p=|00
7 6 7

Substraction of matrices :
Let A & B be two matrices of same order. Then A— B'is defined as»A + (— B) where— B is (— 1)
B.

Properties of addition & scalar multiplication :
Consider all matrices of order m x n, whose elements are from a set F (F denote Q, R or C).
Let M, ., (F) denote the set of all sugh matrices.
Then
€)) AeM,,,(F)&B e M Gn(F) = A+BeM,,,(F)
(b) A+B=B+A
(c) (A+B)+C=A+ (B +0C)
(d) O =[0],, « , Is the additive identity.

(e) Forevery A e M_ . (F),=Ais the additive inverse.
® A(A+B)=AA+ 2B
(9) AA = AL

)y +A)ASLA +AGA

8 0 2 -2
Example #4: IFA= g and B = 4 2 , then find the matrix X, such that 2A + 3X = 5B
37 6 -5
Solution : We have 2A + 3X =5B.
= 3X=5B -2A
1
= X=§(SB—2A)
L 2 -2 8 O L 10 -10| |-16 O
= X=§54 2|-2/4 -2 =3 20 10 |(+| -8 4
-5 1 3 6 -25 5 -6 =12
) -10
10-16 -10+0 -6 -10 W
= )(:l 20-8 10+4 :§ 12 14 = 4 ?
-25-6 5-12 -13 -7 -31 -7
L 3 3 |
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Multiplication of matrices :

Let A and B be two matrices such that the number of columns of Ais same as number of rows
of B.i.e., A=[ay], ., & B=[byl .

p
where c; = Zaikbkj , Which is the dot product of it row vector of A and jth
k=1

Then AB =[c

ij]m xn

column vector of B.

0111
123 3491
0 010
e.g.:Az{ } , B= , ABz{ }

Notes : (1) The product AB is defined iff the number of columns of A is equal to the humber of rows
of B. Alis called as premultiplier & B is called as post multiplier. AB is defined = BAis
defined.

2 In general AB = BA, even when both the products are defined.

3) A (BC) = (AB) C, whenever it is defined.

Properties of matrix multiplication :
Consider all square matrices of order 'n". Let M, (F) denote the set of all square matrices of
order n. (where Fis Q, Ror C). Then
€)) A,BeM, (F)=AB e M, (F)

(b) In general AB = BA
(c) (AB) C=A(BC)
(d) I, the identity matrix of order n, is'the multiplicative identity.
Al =A=1 A VAeM,(F)
(e) For every non singular matrixA(i.e., |Al#0) of M (F) there exist a unique (particular)

matrix B € M, (F) so that AB =T, = BA.In'this case we say that A & B are multiplicative
inverse of one another4n notations, we write B=A"1or A= B-1

® If X is a scalar (LA) Bi= L(AB)= A(AB).

(9) AB+C)=AB+AC WA/B,CeM, (F)

(h) (A+B)C=AC+BC " VA B /CeM,(F).

Notes : (1) Let A= [agly, «paThen Al = A& L A=A, where [ &I are identity matrices of order
n & m respectively.
2 For a square matfix A, A? denotes AA, A3 denotes AAA etc.

1 2 3
Example #5: IfA= |2 —2 1] then show that A*— 23A—401=0
4.2 1
1 2 3][1 2 3] [19 4 8
Solution : We have A2=AA= 3 -2 118 -21_1112 38

4 2 1|14 2 1 14 6 15

1 2 3|19 4 8 63 46 69

o AS—apz= |3 -2 1|1 12 8| _|69 -6 23

4 2 1| |14 6 15 92 46 63

63 46 69 1 2 3 100
Now A3—23A—40l=|%9 =6 23| 5313 -2 1} 450 10
92 46 63 4 2 00 1
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(63 46 69 —-23 —-46 -069 -40 O 0
-|69 -6 23, |-69 46 -23 | O -40 O
92 46 63 -92 -46 -23 0 0 -40

[63-23-40 46-46+0 69-69+0
69-69+0 -6+46-40 23-23+0
| 90-92+0 46-46+0 63-23-40

o O O
o O O
o O O

Self practice problems :

cosO -sin®

sin® cos } , verify that A(o) A(B) = A(a + B).

Q) If A(B) = {
Hence show that in this case A(a). A(B) = A(B) . A(a).

4 6 -1 2 4
20 LetA=|3 0 2|, B=|0 1|andC=[3(1 2]
1 -2 5 -1 2

Then which of the products ABC, ACB, BAC, BCA, CAB, CBA are defined. Calculate the product
whichever is defined.
Answer 2 Only CAB is‘defined. CAB = [25 100]

Transpose of a matrix :

LetA =[aij]m «n- Then the transpose of Alis denoted by A'( or AT) and is defined as
A" = [byl,«m Where b; =a; Vi&j.

i.e. A’ is obtained by rewriting all the rows of A as columns (or by rewriting all the columns of A as

rows).
1 a x
2 34 2 by
e.g.:A=ade A= 3 ¢c z
yRew 4 d w
Results : (i) For any matrix A = [a;],, ., (A') = A
(i) Let A be a scalar & A be a matrix. Then (AA)' = LA’
(iii) (A+B) =A"+B' & (A-B)' =A’'—- B’ for two comparable matrices A and B.
(iv) (AjxA, 2. A ) =A'xA £ ...+ A', where A, are comparable.
) Let A= [aij]m xp&B= [bij]px . then (AB)' = B'A’
(vi) (ALA, ... A)=A A A, . A/, provided the product is defined.
Symmetric & skew-symmetric matrix : A square matrix A is said to be symmetric if A’ = A

i.e. Let A =[ay],. Aissymmetriciffa;=a; Vi&j.

A square matrix A is said to be skew-symmetric if A’ = — A
i.e. Let A = [a;],. Ais skew-symmetric iff a; = —a; Vi &].
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a hg
eg. A= |h b f|isasymmetric matrix.
g f c
0o X Yy
B=|—-X 0 Z| jsaskew-symmetric matrix.
-y -z O
Notes : (1) In a skew-symmetric matrix all the diagonal elements are zero.
(v a=—a; = a; =0)
2 For any square matrix A, A+ A’ is symmetric & A— A’ is skew-symmetric.
3) Every square matrix can be uniqualy expressed as a sum of two square/matrices of

which one is symmetric and the other is skew-symmetric.
1 1
A=B+C, where B = B (A+A)&C= B (A=A".

-2

Example #6 : IfA = 4 , B=[1 3 - 6], verify that (AB)' = B'A".
5

Solution : We have
-2
A=| 4|, B=[1 3 -6]
5
-2 -2 —6_ 12
Then AB=| 4|[13 -6 =% 12 —24
5 5515 =30
1
Now A =[2 4 5],B'=| ©
-6
1 -2 4 5
B'A'= 3 [2 4 5]= -6 12 15 = (AB)'
-6 12 -24 -30
Clearly (AB)' = B'A’
2 -2 -4
Example # 7 1 EXpress the matrix B = -1 3 4 as the sum of a symmetric and a skew symmetric
1 -2 -3
matrix.
2 -1 1
Solution : Here B'=|"2 3 —2
-4 4 -3
_ 3 -
4 -3 -3 2 T2 2
1 1_ 3
let P=—@B+B)=-|"> © 2/-/-2 3 1
2 2.3 2 -6 2
-— 1 -3
L 2 ]
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Example # 8 :

Solution :

, =8 =3
2 2
-3
Now P'=|—~ 3 1 =p
-3 1 -3
L 2 _
1 _ . .
Thus P = > (B + B') is a symmetric matrix.
o ~1 -5]
0O -1 -5 2
1 1 1
Also, Let Q= (B-B)= Lo 6115 3
5 -6 0 5
- -3 0
L2 _
o 1 >
2 3
Now Q'= —% 0 -3|=-0Q
_E 3 0
L 2 _
1 _ . .
Thus Q= > (B — B") is a skew symmetric matrix.
(. -3 -3] [4 =2 =5]
A 0 — —
2 3 > 2 -2 —4
-3 1 _
Now P+Q=|— +|(5 O -|-1 3 4|_p
2 2 1 -2 -3
-3 5 e -
2 1423 —~ -3 0
| 2 | L2 ]

Thus, B is reresented as the sum ofya symmetric and a skew symmetric matrix.

Show that BAB'4s symmetric or skew-symmetric according as A is symmetric or skew-
symmetric (where B4s any.square matrix whose order is same as that of A).

Case - 1A is.symmetric = A=A

(BAB')' = (B')’A'B' = BAB’ = BAB' is symmetric.
Case -l A is skew-symmetric = A'=-A

(BAB') = (B')'A'B’

=B(-A)B

= - (BAB’)

= BAB' is skew-symmetric

Self practice problems :

3)
(4)

Submatrix

Forany square matrix A, show that A’A & AA’ are symmetric matrices.

If A& B are symmetric matrices of same order, then show that AB + BA is symmetric and
AB — BA is skew-symmetric.

:Let Abe a given matrix. The matrix obtained by deleting some rows or columns of Ais called

as submatrix of A.

a b c d
eg. A=|X Y Z W
p g r s
a c a b c
a b d .
Then X zf, b qs| X y z| areall submatrices of A.
pr p qr

MaTRrICES & DETERMINANT # 8
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Determinant of a square matrix :
To every square matrix A= [aij] of order n, we can associate a number (real or complex) called determinant
of the square matrix.
Let A =[a],,, be a 1x1 matrix. Determinant A is defined as |A| = a.
e.g. A=[-3],, [A]=-3

b
d} , then |A] is defined as ad — bc.

a
LetAz{
c

5 3
e.g. A= 14 , |Al =23

Minors & Cofactors :
Let A be a determinant. Then minor of element a;, denoted by M, is defined as the determinant
of the submatrix obtained by deleting i row & j'" column of A. Cofactor of element a;, denoted

by C;, is defined as C; = (- 1)i+i M;;.
ab
eg.1 A= c d
Mj, =d=Cy
Mj,=¢,Cp,=-c¢C
My =b,Cy==b
My, =a=Cy
ab c
e.g. 2 A=|p qTr
Xy z
_ a9 r_ \
M, = y z =qz-yr=C,;.
ab
Mo, = x & :ay—bx,C23=—(ay—bx)=bx—ay etc.

Determinant of any order : Let A = [a], be assquare matrix (n > 1). Determinant of A is defined as the

sum of products'of elements of any one row (or any one column) with
corresponding cofactors.

a7 @12, A3
e.g.l A=1axn azx»p Aazx
dgzy dzp Agzz |

|Al=a,,C,, +a,,C,, +a,;C,; (using first row).

Ay aps Ay ap a1 Ay

=ap

— 8 *tag

dz; Agz Az asx

|A|=a,, C,, +a,,C,, +a3,C,, (using second column).

Az asz

a, a a,;, a a,;, a
_ 21 Apg 11 A3 11 843
=—ap *ay — 8z

d3; Qagg d3; 8s3 Ap1 Aap3
Transpose of a determinant : The transpose of a determinant is the determinant of transpose of the

corresponding matrix.

a; by ¢ a; a, az
D=la, b, c,] = D'= |by b, by
ag bs c; Ci C, C3
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Properties of determinant :
(@B |A] = |A’| for any square matrix A.

i.e. the value of a determinant remains unaltered, if the rows & columns are inter changed,

a by ¢ a; a, asg
i.e. D=la, b, cy| =|b; b, bs| =D’
az b; c3 Ci Cz C3
2 If any two rows (or columns) of a determinant be interchanged, the value of determinant
is changed in sign only.

a by ¢ a, by ¢,
eg. Let D = b, ¢y & D,= |2 by ¢ Then D,=-D,
az bz c3 az bz c3
3) Let A be a scalar. Than A |A| is obtained by multiplying any one row (or any one column)
of [A| by A
a by, ¢ Ka, Kb; Kc;
D=1, by, ¢, and E=|a; by, ¢, Then"E=KD
az bz c3 az bz €3
(4) |AB|=]A]|BI.

5) [LA| =" |A|, when A= [a],.

(6) A skew-symmetric matrix of odd order has deteminant value zero.
(7) If a determinant has all the elements zero in any row or column, then its value is zero,
0 0.0
i.e. D=|a; bz €3 =0.
az bz Cz
8) If a determinant has any two rows (or columns) identical (or proportional), then its value
is zero,
a by c
i.e. D=1a; b; ¢4 =o0.
az bz c3
9) If'each element of any row (or column) can be expressed as a sum of two terms then

the determinant can be expressed as the sum of two determinants, i.e.
a;+x by+y ci+z |ja; by ¢ X y z

az bz CZ = az bz CZ + az bz CZ

as bs C3 az by c3 |ag bz cj3

(10) The value of a determinant is not altered by adding to the elements of any row (or
column) a constant multiple of the corresponding elements of any other row (or column),

a, b, ¢ a;+ma, b;+mb, c;+mc,
ie. D,=[@ by C and D,=| 2 b C2 |.ThenD,=D,
a; b; c3 az+na; bz+nb; cz+nc,

(12) Let A= [aij]n. The sum of the products of elements of any row with corresponding
cofactors of any other row is zero. (Similarly the sum of the products of elements of
any column with corresponding cofactors of any other column is zero).
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ab c
Example #9 Simplify |[b ¢ a
c ab
Solution : Let R,»>R +R,+R,
at+b+c a+b+c a+b+c 111
= b c a =(a+b+c)|b c a
c a b cawb

Apply C—-»C -C,C,—»C,-C,
0 0 1
=(a+b+c)|b-c c-a a
c-a a-b b
=(@a+b+c)((b-c)(a-b)-(c-a)’)

=(a+b+c)(ab+bc—-ca-b?2-c?2+2ca-a?
=(a+b+c)(ab+bc+ca—-a?-b?-c?) =3abc-a®-b*-¢®

a b c¢
Example # 10 Simplify |a? b? c?
bc ca ab
Solution : Given detereminant is equal to
a2 b2 C2 a2 b2 CZ
-—|a b® ¢ =a_bc a® b¥ ¢?
abc abc
abc abc abc 1411

Apply C,—»>C, -C,, C,-»C,=C,

aZ_bZ bZ_CZ C2
=la®-p* p*-c® 3

0 0 1
a+b b+c c?
= (a—b) (bse) | @ +ab+b® b”+bc+c? c?
0 0 1

= (a-Db) (b—c)[ab? + abc + ac? + b® + b2C + bc? — a?b — a?c — ab? — abc — b® — bc]
=(a—b) (b—¢) [c(ab + bc + ca) — a(ab + bc + ca)]
=(a=b)(b=c)(c—a)(ab +bc+ca)

Self practice problems
0O b-a c-a

(5) Find the valueofA=|a-b 0 c-Db|,
a-c b-c O

b?2-ab b-c¢ bc-ac
(6) Simplify |[ab-a® a-b b?-ab]|.
bc—ac c—-a ab-a’

a-b-c 2a 2a
(7) Prove that | 2° b-c-a 2b =(a+ b+c)s.
2c 2c c—-a-b
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1 a bc

(8) Showthat [1 b ca| =(a—Db)(b-c)(c—a) by using factor theorem .
1 c ab

Answers : 5) 0 (6) 0

Application of determinants : Following examples of short hand writing large expressions are:

0] Area of a triangle whose vertices are (x,y); r=1, 2, 3 is:
X1 Y1
1
D== [f2 Y2 If D = 0 then the three points are collinear.
X3 VY3
Xy
(ii) Equation of a straight line passing through (x,, y,) & (X, ¥,)is |X1 Y1 =0
. X2 &2
(iii) The lines: ax+by+c =0.... (D)
ax+by+c,=0..... (2)
ax+by+c,=0...... 3)
a by ¢
are concurrent if, a, b, c,l =0.
az b; c3
Condition for the consistency of three simultaneous linear equations in 2 variables.
(iv) ax2+ 2hxy + by2+ 2gx + 2fy + ¢ = 0 represents a pair of straight lines if:
a hg
abc + 2fgh —af2 —bg2—-ch2= 0= [h“ b \f
g f C

Singular & non singular matrix : A square matrix A'is said to be singular or non-singular according
as |A| is zeroor non-zero respectively.

Cofactor matrix & adjoint matrix : Let 'A = [a;], be a square matrix. The matrix obtained by
replacing each element of A by corresponding cofactor is called as
cofactor matrix of A, denoted as cofactor A. The transpose of cofactor
matrix of Ais called as adjoint of A, denoted as adj A.

i.e. if A= [ayl,
then cofactorA = [c;],when c; is the cofactor of a; Vi &]J.
Adj A= [d;], where d; = c; Vi &].

Properties ofrcofactor A and adj A:
(@) A.adjA=|A|1, = (adjA) A where A= [a],.

(b) |adj A| = |A|"-1, where n is order of A.
In particular, for 3 x 3 matrix, |adj A| = |A|?

(© If A is a symmetric matrix, then adj A are also symmetric
matrices.

(d) If Ais singular, then adj A is also singular.

Example # 11 : For a 3x3 skew-symmetric matrix A, show that adj A is a symmetric matrix.

0 a b c’> -bc ca
Solution : A=|-a 0 c cof A= |-bc b? -—ab
-b -c 0 ca -ab a?
c> -bc ca
adj A= (cof Ay = |-bc  b*> —ab| which is symmetric.

ca -ab a?
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Inverse of a matrix (reciprocal matrix) :

1
Let A be a non-singular matrix. Then the matrix m adj A isthe

multiplicative inverse of A (we call it inverse of A) and is denoted by A-L.
We have A (adjA) = |A| I, = (adjA) A

1 . 1 .
= A (—adej =1 = (—adJAj A, for Aiis non-singular

A "OUA]

= Al= 1 adj A.
Remarks: A
1 The necessary and sufficient condition for existence of inverse of A is that A is non-singular.
2 A-1is always non-singular.
3. If A=dia (a;;, a,,, -...., a,,) Where a; # 0 V i, then A=t = diag (a;;71, a,,7%, ..., @y, ).
4 (A-1)" = (A")1 for any non-singular matrix A. Also adj (A") = (adj A)".
5 (A1)l = A if Ais non-singular.
6. Let k be a non-zero scalar & A be a non-singular matrix. Then (kA)=1 = % AL
7. |A-1] = |T}| for |A| = 0.
8. Let A be a non-singular matrix. Then AB=AC = B =C{ & BA=-CA=B=C.
9. Ais non-singular and symmetric = A=l is symmetric:

10. (AB)~1=B-1A-1lif Aand B are non- singular.

11. In general AB = 0 does not imply A = 0 or B =0. But'ifA is non-singular and AB = 0, then B = 0.
Similarly B is non-singular and AB = 0 = A = 0. Therefore, AB = 0 = either both are singular or one of
them is 0.
133
Example #12: 1fA= |1 * 3| then verify that Aladj A = | A| I. Also find A-L
13 4
Solution : We have |A|=4 (164~9)-3(4-3)+3(3-4)=1=0
NowA, =7,A,==1,A=-1A,,=-3,A,,=1,A,;=0A;; =-3,A;,=0,A;;=1
3 <=3
Therefore adj A= =y ¢
-1 0 1
13 37 -3 -3 7-3-3 -3+3+0 -3+0+3
Now A(adjA) = 143/-1 1 0| _|7-4-3 —-3+4+0 -3+0+3
13 4|-1 0 1 7-3-4 -3+3+0 —-3+0+4
100 10 O]
010 010
= =) = Al
0 01 0 1]

7 -3 -3 7 -3 -3
1 1]_ _
Also A—1Tade=— 11 0j-j-1 10
| Al 1121 0o 1 1 0 1
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2 3
Example # 13 : Show that the matrix A = L 2} satisfies the equation A2 —4A + | = O, where | is 2 x 2 identity
matrix and O is 2 x 2 zero matrix. Using the equation, find A1 .
_ ) 2 3|2 3 7 12
Solution : We have A2 =A.A= 1 21l1 21512 7

) 7 12 8 12 10 00
HenceA—4A+|-47—48+01_OO—O

Now AZ—4A+1=0
Therefore AA—4A=—1

or AA(AY) —4 AAT=—1 Al (Post multiplying by A-1because |A| # 0)
or AAA1) - 41=-AL
or Al—41=-A"1

1 4 0] [23] [2 -3
or AT=4l-A=14 4111 2|7 |21 2

. 2 -3
Hence A==|_, ,

Example # 14 : For two non-singular matrices A & B, show that adj (AB) = (adj B) (adj A)

Solution : We have (AB) (adj (AB)) = |AB| I
=|A| B I,
Al (AB)(adj (AB)) = |A| IB| A1
1
= B adj (AB) = |B| adj A (- Al= m adj A)
= B-1 B adj (AB) = |B| B-Wadj A
= adj (AB) = (adjB) (adjA)

Self practice problems :

9) If Ais non-singulat, show that adj (adj A) = |A|"-2A.

(10)  Prove that adj (A-1).=(adj A)1.

(11)  For any square matrixA{ show that |adj (adj A) | = | A ["V"
(12 If A and B are non-singular matrices, show that (AB)~* = B-1 A-L.

Elementary row_ transformation of matrix :
The following operations on a matrix are called as elementary row transformations.

@) Interchanging two rows.
(b) Multiplications of all the elements of row by a nonzero scalar.
(c) Addition of constant multiple of a row to another row.

Note : Similar to above we have elementary column transformations also.

Remarks : Two matrices A & B are said to be equivalent if one is obtained from other using elementary
transformations. We write A = B.

Finding inverse using Elementry operations
(@) Using row transformations :
If Ais a matrix such that A-! exists, then to find A-! using elementary row operations,
Step | : Write A = 1A and
Step Il : Apply a sequence of row operation on A = A till we get, | = BA.
The matrix B will be inverse of A.
Note : In order to apply a sequence of elementary row operations on the matrix equation X = AB, we will
apply these row operatdions simultaneously on X and on the first matrix A of the product AB on RHS.
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(i) Using column transformations :
If Ais a matrix such that A1 exists, then to find A~ using elementary column operations,
Step | : Write A = Al and
Step 11 : Apply a sequence of column operations on A = Al till we get, | = AB.
The matrix B will be inverse of A.
Note : In order to apply a sequence of elementary column operations on the matrix equation X = AB, we
will apply these row operatdions simultaneously on X and on the second matrix B of the product AB on

RHS.
012
Example # 15 : Obtain the inverse of the matrix A = 123 using elementary operations.
311
012 100
Solution : Write A= 1A, i.e., 1231010 A
311 0 01
1 2 3] [o 10
or 0121100 A (applyingR; & R,)
3 11 0 0 1
1 31 [0 1 0
or 01 2,11 00 A (applyingR; >R, - 3R))
0 -5 -8] |0 -3 1
1 0 -1] [-2 1 o0
or 01 23410 OA(applyingRl—>Rl—2Rz)
0 -5 -8] |0 -3 1
1 -1] [-2 .10
or 01 271700 A (applying R; - R, + 5R,)
00 2] |5 -8 1
_ < -2. 1 0
10 =
1
or 0L 2ho | 1 0 0 A (applying R; - —R,)
0,0 Y 15 _3 1 2
2 2 2
1 _1 1]
1 00 2 2 2
or 012711 00 A (ApplyingR; - R; +R;)
0 01 5 3 1
2 2 2]
I
1 00 2 2 2
or 0 1 0/-|-4 3 -1/a(Applying R, - R,-2R,)
o0 ls 31
| 2 2 2

A - ONE INSTITUTE OF COMPETITIONS, PH - 9872662038, 9872642264




A ONE INSTITUTE — A SYNONYM TO SUCCESS, OFFICE — SCO 322, SECTOR 40 D, CHANDIGARH

Y
2 2 2
Hence Al=|—-4 3 -1
5 3 1
| 2 2 2|
System of linear equations & matrices . Consider the system
Ay Xy FaX, + ... +a,,X,=b;
Ay Xyt 8y Xy + o +a,, X, =b,
Ay Xy F Xyt +a,.X,=b,
by
all alz .......... aln Xl b
2
a 12 D a X
Let A= 21 22 2n X = 2 &B=
Ay Ay e amn X, b
LN

Then the above system can be expressed in the matrix form as AX= B.
The system is said to be consistent if it has atleast one solution.

System of linear equations and matrix inverse:
If the above system consist of n equations in n unknowns, then we have AX = B where Ais a square

matrix.
Results : @ If Ais non-singular, solution is given by X = A-!B.
2 If Ais singular, (adj A) B = O‘and all thescolumns of A are not proportional, then the
system has infinitely many solutions.
(3) If Ais singular and (adj‘A) B # 0, thenthe system has no solution

(we say it is inconsistent).

Homogeneous system and matrix inverse :
If the above system is homogeneous, n equations in n unknowns, then in the matrix form itis AX= 0.

(~inthiscase b, =b, = .4... b, = 0), where A is a square matrix.
Results : (1) If Ais non-singular, the system has only the trivial solution (zero solution) X =0
2 If Alis singular;y then the system has infinitely many solutions (including the trivial
solution) and hence it has non-trivial solutions.
X+y+z=6
Example # 16 :<Solveithe system Xx-Yy+2z =2 using matrix inverse.
2x+y-z=1
1 1 1 X 6
Solution : LetA=|1 -1 1| X=|y|&B=|2|.
2 1 -1 z 1

Then the system is AX = B.
|A| = 6. Hence Ais non singular.

0 3 3
CofactorA=12 -3 1
2 0 -2
0o 2 2
adiA=|3 -3 0
3 1 -2
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L

L 2 2 0O 13 1/3
IA| adjA= 5

-3 0|=|1/2 -1/2 O
1 -2 1/2 1/6 -1/3

A=

w w o

0O 13 1/3 6
X=A1B=1[1/2 -1/2 0 2 i.e.

/2 1/6 -1/3| |1

x=1y=2,2z=3.
Self practice problems:

N < X
1
W N B

=

012
(13) A=|1 2 3|.Findthe inverse of Ausing |A] and adj A.
311
(14) Find real values of A and p so that the following systems has
(1) unique solution (i) infinitely many solutions (iir) No solution.
X+y+z=6

XxX+2y+3z=1
X+2y+Az=q

(15)

X+ 2y + 3z = AX
3X+y+2z=24y
2x+3y+z=2z

Find A so that the following homogeneous system have a non zero solution

1 4 5
2 2
Answers : (13) 7% 3 g (14) () A %3, peR (i)t =3, p=1 (ii)L=3,p=1 (151 =6
1 1
- 1 =
2 2
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